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Abstract 

In this paper, a robust nonlinear backstepping speed and current 

controller was proposed for Doubly-Fed Induction Generator (DFIG) 

in wind power generation. To achieve maximum power extraction, 

commonly referred to as ‘Maximum Power Point Tracking’ (MPPT), 

the rotor speed was changed in response to the changing wind speed 

to continuously operate the wind turbine at its optimum Tip Speed 

Ratio. The dynamic model was based on field orientation principle 

and both certain (known parameters) and uncertain (unknown 

mechanical parameters) cases were considered. The mathematical 

development of the controller design was examined in detail. The 

overall stability of the system was shown using Lyapunov Technique. 

Computer simulation results obtained and comparison with 

conventional backstepping confirmed the robustness, effectiveness 

and validity of the proposed control. 

 

Keywords: Wind Power Generation, MPPT, Doubly-Fed Induction 
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1. Introduction 
 
The grid-connected doubly fed induction generator is an 

emerging technology, used in variable-speed large wind 

turbines. The most attractive feature of such a system is that 

only 20 to 30% of the power needs to pass through frequency 

conversion in the rotor circuit, which gives a substantial 

reduction in the power electronics cost as compared with the 

variable-speed synchronous generator. Additionally variable 

speed operation allows to continuously operating the wind 

turbine at its optimum Tip Speed Ratio (TSR), which is 

specific to the aerodynamic design of a given turbine. This 

achieves maximum rotor efficiency and hence maximum 

power extraction. Experience indicates that the variable-speed 

operation yields 20 to 30% more power than with the fixed-

speed operation. Other benefits of this configuration include 

smooth grid connection, drive train load reduction and separate 

control of active and reactive power. DFIG drive system uses 

back-to-back converters in the rotor circuit which decouple the 

rotor speed and grid frequency (fig.1). Such a configuration 

gives wider range of variable speed of approximately ± 30% 

around synchronous speed [1-2]. 

This paper introduces an adaptive nonlinear backstepping 

controller based on field orientation for DFIG drive system. 

The idea of backstepping design is to select recursively some 

appropriate functions of state variables as pseudo-control 

inputs for lower dimension subsystems of the overall system. 

Each backstepping stage results into a new pseudo-control 

design, expressed in terms of the pseudo-control designs from 

the preceding design stages. When the procedure terminates, a 

feedback design for the true control input results and achieves 

the original design objective by virtue of a Lyapunov function, 

which is formed by summing up the Lyapunov functions 

associated with each individual design stage [3-5]. The 

proposed controller ensures speed and current tracking 

objective under unknown mechanical parameters. The 

reminder of the paper is divided into four sections. The second 

section presents the DFIG drive system. The third section 

describes the mathematical model of wind generation 

system. In the fourth section the mathematical development 

of the controller design is examined with sufficient depth. In 

the last section, some simulation results are presented 

which confirm the effectiveness and the validity of the 

proposed control. 

 

2. Variable-speed DFIG drive system 
 

The wind turbine and the doubly-fed induction generator 

are shown in the figure 1. The AC/DC/AC converter is 

divided into two components: the rotor-side converter 

(Crotor) and the grid-side converter (Cgrid). Crotor and Cgrid 

are Voltage-Sourced Converters that use forced-

commutated power electronic devices (IGBTs) to 
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synthesize an AC voltage from a DC voltage source. A 

capacitor connected on the DC side acts as the DC voltage 

source. A coupling inductor R-L is used to connect Cgrid to 

the grid. The three-phase rotor winding is connected to 

Crotor by slip rings and brushes and the three-phase stator 

winding is directly connected to the grid. The power 

captured by the wind turbine is converted into electrical 

power by the induction generator and it is transmitted to 

the grid by the stator and the rotor windings. The control 

system generates the pitch angle command and the voltage 

command signals Vr and Vgc for Crotor and Cgrid 

respectively in order to control the power of the wind 

turbine, the DC bus voltage and the reactive power at the 

grid terminals. 

Fig.1: Wind energy conversion system 

In this figure the followings parameters are used:  

Pt: Mechanical power captured by the wind turbine and 

transmitted to the rotor 

Ps: Stator electrical power output 

Pr: Rotor electrical power output 

Pgc: Cgrid electrical power output 

Qs: Stator reactive power output 

Qr: Rotor reactive power output 

Qgc: Cgrid reactive power output 

Tt: Mechanical torque applied to rotor 

Tem: Electromagnetic torque applied to the rotor by the 

generator 

Ω:  Rotational speed of rotor 

Ωs: Rotational speed of the magnetic flux in the air-gap of the 

generator, this speed is named synchronous speed. It is 

proportional to the frequency of the grid voltage and to the 

number of generator poles. 

The mechanical power is given by: 

Ω=
tt

TP
                                          

(1) 

The power output is computed as follows: 

sems
TP Ω=

                                       
(2) 

In steady-state at fixed speed for a loss less generator: 

emt
TT −=

                                             
(3) 

)(
rst

PPP +−=
                                   

(4)
 

It follows that: 

)5(sstr gPPPP −=−−=
                    

 

Where g is defined as the slip of the Generator: 

s

sg
Ω

Ω−Ω
=  

Generally the absolute value of slip is much lower than 1 

and, consequently, Pr is only a fraction of Ps. Since Tt is 

positive for power generation and since Ωs is positive and 

constant for a constant frequency grid voltage, Ps is 

negative, the sign of Pr is a function of the slip sign. Pr is 

negative for negative slip (speed greater than synchronous 

speed) and it is positive for positive slip (speed lower than 

synchronous speed). For super-synchronous speed 

operation, Pr is transmitted to DC bus capacitor and tends 

to rise the DC voltage. For sub-synchronous speed 

operation, Pr is taken out of DC bus capacitor and tends to 

decrease the DC voltage. Cgrid is used to generate or 

absorb the power Pgc in order to keep the DC voltage 

constant. In steady-state for a loss less AC/DC/AC 

converter Pgc is equal to Pr and the speed of the wind 

turbine is determined by the power Pr absorbed or 

generated by Crotor. 

 

3. Modeling of the wind generation system 

3.1. Modeling of the wind turbine 

 
The aerodynamic turbine power Pt depends on the power 

coefficient Cp as follows [6]: 
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vCRP

pt
βλπρ=

                             
(6) 

where: 

ρ: Specific mass of the air (kg/m2); 

v: Wind speed (m/s); 

R: Radius of turbine (m);  

Cp: Power coefficient; 

β: Blade pitch angle (deg); 

Ω: Generator speed (rad/s); 

λ: Tip Speed Ratio (TSR) of the rotor blade tip speed to wind 

speed. 

 

The TSR is given by:

 

vG

R Ω
=λ

                                                     

(7)

 

where G is Mechanical speed multiplier. A generic equation is 

used to model cp(λ,β), based on the modeling turbine 

characteristics of [6]: 

λβ
λ

βλ λ

6

5

43

2
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)(),( cecc

c
cC i
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i
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(8)

 

where 
1

035.0

08.0

11
3 +

−
+

=
ββλλ

i

and the coefficients c1 to c6 

are:c1 = 0.5176, c2 = 116, c3 = 0.4, c4 = 5, c5 = 21 and c6 = 

0.0068. 

The Cp-λ characteristics, for different values of the pitch 

angle β, are illustrated in figure 2. Then the maximum value 

of cp (cpmax= 0.48) is achieved for β = 0 degree and for λ = 

λopt =8.1. 

 

Fig.2: Power coefficient Cp(β, λ) 

 

3.2. MPPT Strategy 

 
In this work, we assume that the wind turbine operates with 

β=0. To capture the maximum power, a speed controller must 

control the mechanical speed Ω in order to get a speed 

reference Ωc that keeps the system at λopt. 

 

According to (6) and (7), it is possible to deduce in real time 

the speed reference and the optimal mechanical power which 

can be generated using the maximum power point tracking 

(MPPT) as: 
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(9)

 

3.3. Modeling of Doubly-Fed Induction Generator 

 
The induction machine is controlled in a synchronously 

rotating dq axis frame, with the d-axis oriented along the 

stator-flux vector position (φsq=0). The classical electrical 

equations are written as follows [10,11]: 
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(10) 

ωr denotes the rotor electrical speed and is given by: 

Ω−= p
sr

ωω
                                                     

(11) 

where p is the pole pairs and ωs is the grid pulsation.  

The stator and rotor flux can be expressed as: 
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(12) 

The electromagnetic torque is expressed as:  

sdrq

s

m

em
i

L

L
pT φ

2

3
−=

                                      

(13) 

The stator and rotor active and reactive powers are given by: 
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The motion equation is given by: 

(15)Ω−+=
Ω

fTT
dt

d
J emt

                
 

Where J is the system inertia, Tem is the generator torque, Tt is 

the turbine torque and  f is the system damping coefficient. 

Since the stator is connected to the grid, and the influence of 

the stator resistance is small, the stator-fluxcan be considered 

constant and is at quadrature of the stator voltage [7-8].  

s

sdsqsd

V
Vvv

ω
φφ ==== ;;0

                 

(16) 

The simplified model of the wind generation system can be 

written as: 
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where: 
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Using (14) and (16) the stator and rotor active and reactive 

powers become: 
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Stator reactive power can be controlled by ird and the 

stator active power will be controlled by irq. 

4. Control design 

According to (17), the proposed schematic control is: 

Fig.3: Block diagram of the proposed controller 

 

4.1. Conventional backstepping (certain model) 

 

In this case system parameters are assumed to be known 

including mechanical parameters. The calculation of the 

control variables vrd and vrq is done in accordance with the 

Figure 3 [4,5]. 

 

a- Control variable vrd 

 

The error variable is: 

rdrdc
iie −=

1                                                    
(19) 

According to (17), the dynamic equation of the error is: 

rdrdc
avfie −−=

11
&&

                                         
(20) 

To reduce the tracking error, we use the following Lyapunov 

candidate function: 

2

11
2

1
eV =

                                                       
(21) 

The derivative of V1 is given by: 

111
eeV && =

                                                       
(22) 

The choice
111

eke −=& with k1> 0 verify the condition of 

attractiveness since 1V& becomes: 0
2

111
≤−= ekV& . 

Using (20), the control variable vrd  is given by: 

a

ekfi
v rdc

rd

111
+−

=
&

                                      
(23) 

b- Control variable vrq 

The calculation is done in two steps: 
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Step1: Virtual control variable irqc. 

The error variable e2 is defined by: 

Ω−Ω= ce2                                                      
(24) 

According to (17), the dynamic equation of the error is: 
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2
22

2

1
eV =

                                                     
(26) 

The derivative of V2 is given by: 
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(27) 
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Using (25) and (17), the virtual control variable irqc is given by: 

k
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Step2: Control variable vrq 

The error variable e3 is defined by: 
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(29)

 

Equation (25) can be rewritten as: 
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Using (28) and (29): 
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Taking the derivative of (29) and using (28), (17) gives: 
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where the A term is given by (using Equ. (17)):
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2
3

2
2

2
1

2

1

2

1

2

1
eeeV ++=

                                           
(34) 

The derivative of V is given by: 
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with k3>0 verify the condition of attractiveness sinceV&

becomes 0
2
33

2
22

2

11 ≤−−−= ekekekV& . 

 

4.2. Robust Adaptive Backstepping (uncertain model) 

 

In the case of uncertain model where system parameters 

are not known with enough accuracy or vary with time, 

suitable choice of control variables and update laws must 

be done to still ensure the attractiveness condition [8,9]. 

The study focuses on the variations of the mechanical 

parameters F and J . The estimated parameters are denoted 

respectively by )(ˆ tF and )(ˆ tJ . Errors of estimate are defined 

by: 
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with 
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ensure the attractiveness condition despite the changes in the 

mechanical parameters F and J. 

 

Proof: 

 

a- Control variable vrd 

The calculation made in Section 4.1 remains valid and the 

control variable vrd  is given by Equ. 23. 

 

b- Control variable vrq 

 

Step1: Virtual control variable rqcî  

The error variable e2 is defined by: 

Ω−Ω= ce2                                                            
(39) 

According to (17), the dynamic equation of the error is: 
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Where ψ1 is given by: 
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Step2: Control variable vrq and update laws )(ˆ tF  
and )(ˆ tJ  

The error variable e3 is defined by: 
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On the other hand, the derivative of ψ1 gives (Equ. 43): 
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The D term can be expressed by: 
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Using(55), equation (54) can be written as: 
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To reduce the tracking errors, we propose to use the following 

Lyapunov candidate function: 
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Taking the derivative of V gives: 
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The choice 
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leads to: 23
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To verify the condition of attractiveness, we choose: 
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5-Simulation results 

To demonstrate the effectiveness of the proposed control 

schemes two SIMULINK models were constructed, which 

correspond respectively to the conventional (certain case) and 

adaptive (uncertain case) backstepping controller. The tracking 

capability was verified in the case of adaptive controller and 

sinusoidal variation of the wind speed (see Figure 4). To show 

the robustness against mechanical parameters change speed 

regulation performances by both controllers were compared at 

constant wind speed (see Figure 5). In all simulations constant 

value for the stator direct current reference was considered. 

Table 1 shows the design parameters used in the simulation. 

Table1: Design parameters 

Parameter Value 

k1 100 

k2 100 

k3 200 

γ1 0.00006 

γ2 0.0005 

Figures 4a and 4b show the good tracking capability of the 

adaptive controller. The slip curve (Fig. 4d) shows that both 
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negative and positive rotor slip are obtained which correspond 

respectively to negative and positive rotor power (Fig. 4c). 

In figure 4e, optimal power maxP  (Equ. 9) is compared to 

actual grid power Pg computed by simulation (Pg = -(Ps+Pr)). 

The two curves practically coincide which confirms the 

effectiveness of the MPPT strategy. 

 

Figure 5 shows speed regulation performance by both 

conventional and adaptive controllers in the case of change in 

the coefficient F. The simulation assumes that changes around 

nominal value occur at 1s (∆F=250%) and 2s (∆F=200%). 

Unlike the conventional backstepping controller, the adaptive 

controller tracks the constant speed reference despite the 

parameter changes (Fig. 5a). This confirms the robustness of 

the proposed controller. 

 

 

Fig.4: Tracking capability of adaptive backstepping controller 

(Id-Ref=10A,vwind(m/s)= 9.9+2sin(2πt)) 
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Fig.5: Speed regulation performance of conventional and 

adaptive controllers 

(Id-Ref=10A,vwind=8m/s) 

 

6. Conclusion 
This paper has demonstrated the effectiveness and 

robustness of a nonlinear adaptive backstepping controller 

for Variable-speed DFIG system. The mathematical 

development was examined in detail for current and speed 

controllers. The speed tracking performance under unknown 

mechanical parameters was investigated by numerical 

simulation which has shown satisfactory performances of the 

proposed controller.  

 

Appendix: Characteristics and Parameters 

Induction Generator  
Rated power 

Rated stator voltage 

Nominal frequency  

Number of pole pairs 

Rotor resistance 

Stator resistance 

Stator inductance 

Rotor inductance 

Mutual inductance 

1.5MW 

332/575V 

50Hz 

p =3 

Rs=0.0014Ω 

Rr=0.001Ω 

Ls=0.0019H 

Lr=0.0019H 

Lm=0.0018H 

Wind Turbine  
Rated power 

Blade Radius 

Power coefficient 

Optimal relative wind speed  

Mechanical speed multiplier  

1.5MW 

R=17.4m 

Cpmax= 0.48 

λopt=8.1 

G=22.5 

Generator and Turbine  
Moment of inertia  

Damping coefficient 
J=1.9Kg .m2 

f=1.52 
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